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ABSTRACT: The Coronavirus Disease 2019 (COVID-19) impacted many aspects of daily 

life, including mental health, as some individuals struggled to adjust to the rapid changes 

brought on by the pandemic. This paper investigated sentiment analysis of Twitter data 

following the COVID-19 pandemic. Specifically, we analyzed a large corpus of tweets to 

understand public sentiment and its implications for mental health in the post-pandemic 

context. The Naïve Bayes and Support Vector Machine (SVM) classifiers were used to 

categorize tweets into positive, negative, and neutral sentiments. The collected tweet data 

samples showed that 38.35% were neutral, 32.56% were positive, and 29.09% were negative. 

Results using the SVM method showed an accuracy of 84%, while Naïve Bayes achieved 80% 

accuracy. 
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1. Introduction 

The Coronavirus Disease 2019 (COVID-19), which was declared a pandemic by the World 

Health Organization (WHO) in March 2020, had a major impact on daily life. The effects of 

COVID-19 not only harmed physical health but also affected mental well-being [1, 2]. Good 

mental health was defined as the ability to cope with life’s normal pressures while remaining 

productive [3]. Conversely, mental health problems such as depression, stress, and anxiety 

increased as a result of the COVID-19 pandemic [4]. The WHO reported that an estimated 5% 

of adults suffered from depression [1]. Unlike physical health disorders that could be easily 

detected, mental disorders were more difficult to identify because they were invisible. This 

often resulted in delayed treatment for individuals with mental health conditions. In addition, 

the lack of public awareness regarding mental health and the stigma surrounding mental 

disorders discouraged affected individuals from seeking help at existing health facilities [5]. 

To cope with these psychological effects, some people shared their concerns, offered advice, 
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and exchanged information about mental health on various social media platforms, including 

Twitter [6, 7]. 

As of April 2024, the number of Twitter users in Indonesia reached approximately 24.85 

million [2]. Through Twitter, individuals shared their personal experiences on various topics, 

including mental health. Many users expressed their emotions, described their actions, and 

shared opinions about their experiences with depression, making it one of the most widely 

discussed mental health issues. In this paper, a sentiment analysis was conducted on Twitter 

data regarding mental health issues in Indonesia after the COVID-19 pandemic. In the 

classification task, we evaluated accuracy values using the Naïve Bayes (NB) and Support 

Vector Machine (SVM) algorithms. The NB method was widely used in research due to its 

simplicity and effectiveness across various domains. Meanwhile, the SVM method was 

employed as a margin-based classification technique for distinguishing between two different 

classes. 

To the best of our knowledge, research on predicting mental health conditions after 

COVID-19 remained limited. Most existing studies focused on sentiment analysis before and 

during the pandemic [8, 9]. Therefore, this research contributed in two ways. First, it focused 

on predicting people’s mental health after COVID-19 using Twitter data. Second, to achieve 

this goal, a Twitter dataset from Indonesia—the largest country in Southeast Asia—was 

constructed. The remainder of this paper is structured as follows: Section II discusses the 

methodology, Section III presents the results and discussion, and Section IV concludes the 

paper. 

2. Research Method 

Details of the research methodology are illustrated in Fig. 1. The first step involved collecting 

data from Twitter, followed by data processing and classification using the Naïve Bayes and 

SVM algorithms. Finally, the classified data were evaluated to assess the performance of the 

machine learning models used in this study. 

2.1. Data collection. 

The data used in this study were collected from Twitter using Tweet-Harvest, a tool that crawls 

Twitter data through the Application Programming Interface (API). One key advantage of 

Tweet-Harvest is its ability to retrieve a large volume of data while requiring only an 

authentication token. 

Algorithm 1 Tweet Harvesting Pseudocode  

1:  BEGIN 

2:  Define filename 

3:  Define search_keyword ’”mental health” OR ”depre- sion” lang:id until:2023-06-26’ 

4:  Define limit as 500 

5:  Define command as ”npx –yes tweet-harvest@2.2.8 -o 

{filename} -s {search_keyword} -l {limit} –token 

{twitter auth token}” 

6: Execute command 

7:  END = 0  

mailto:tweet-harvest@2.2.8
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Data collection was conducted from June to October 2023 by filtering Indonesian-

language keywords, specifically "mental health" (kesehatan mental) and "depression" 

(depresi). To optimize efficiency, the data were collected in multiple batches over five months 

rather than retrieving them all at once. Using the program code outlined in Algorithm 1, the 

collected tweets were stored in a CSV file format. 

 

 

Figure 1. Research Method. 

2.2. Data preprocessing. 

Several steps were used to preprocess the data collected from Twitter. Data preprocessing was 

performed to eliminate irrelevant information or transform data into a format that is easier for 

the system to process. The preprocessing stages included filtering, case folding, normalization, 

tokenization, stopword removal, and stemming. Filtering is the process of cleaning the 

characteristics of user names, hashtags, URLs, punctuation, and symbols. Case Folding is 

performed to change all capital letters in the text to lowercase. Normalization changes irregular 



Green Intelligent Systems and Applications 5(1), 2025, 51–60 

54 
 

words into regular words. Tokenization is performed to divide each word in a sentence into its 

own word units. Stopword removal is the process of selecting or filtering words in text that 

have no meaning, such as conjunctions and adverbs, which are not needed in data modeling. 

Stemming is performed to change suffixed words into basic words. 

2.3. Data labeling. 

After data collection and preprocessing, the next step was data labeling. Labeling was 

performed to categorize the data into three sentiment classes: positive, negative, and neutral. 

The labels were assigned based on polarity scores calculated using TextBlob. TextBlob utilizes 

an English-language lexicon model, such as WordNet, which is significantly more advanced 

for sentiment analysis compared to models in other languages. Therefore, the dataset needed 

to be translated into English before classification. Once translated, each tweet was classified 

based on its sentiment polarity [10]. 

2.4. Na¨ıve Bayes (NB). 

Naïve Bayes (NB) is a machine learning algorithm that applies probability calculations using 

the Bayesian approach. Bayes’ theorem in the NB algorithm combines prior probability and 

conditional probability into a formula that calculates the likelihood of each possible 

classification [11]. In other words, it is a classification technique that integrates probability and 

statistical methods with a "naïve" assumption that attributes are independent. The NB algorithm 

demonstrates high accuracy and is easy to train, making it efficient for large datasets with low 

error rates [12]. Key advantages of this classification method include its ability to quickly 

compute probabilities and its reliance on probabilistic hypotheses [13].  

Let (xi, yi) be the data sample pair, where xi is the i-th feature vector which is conditionally 

independent of each other given the class yi ∈ {C1, · · · , Cj, · · · , C|C|}. The probability of 

predicting class Cj is given by [14]. 

 

𝑃 (𝐶𝑗  | x) =  
𝑃(𝐶𝑗)𝑖=1

𝐼𝑇𝑛  𝑃(x𝑖 | 𝐶𝑗)

𝑃(x)
 (1) 

 

where n is the number of data samples. The Bayes optimal classifier is given by: 

𝑦𝑖 =  𝑎𝑟𝑔𝑚𝑎𝑥𝐶𝑗
 𝑃(𝐶𝑗)

𝑖

𝐼𝑇
 𝑃 (𝐱𝒊| 𝐶𝑗) (2) 

2.5. Support vector machine (SVM). 

SVM method is a type of supervised learning machine learn- ing that was introduced by Cortes 

and Vapnik in 1995, after a series of development [15]. The SVM creates a boundary that 

separates two classes. The linear classifier that separates class +1 and class −1 is given by f 

(x) = wT x + b, where x is the weight vector, b is the bias, and (·)T is the transpose operator. 
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Further development of the SVM considers the trade off between the margin and the 

number of mistakes on the training data. Therefore, slack variables ξ are introduced. The 

optimization problem now becomes: 

𝑚𝑖𝑛w,ξi =  ||𝐱||2 + 𝑐𝑖
𝑛 𝜉𝑖, (3) 

s. t. 𝑦𝑖(w𝑇x𝑖 + 𝑏) ≥ 1 −  𝜉𝑖,  (4) 

where c is the regularization parameter. Small c value makes large margin. Note that for multi-

class classification task, either One-vs-One (OVO) or One-vs-All (OVA) configuration was 

used. Kernel strategy can be used to maximize non-linear sepa- ration between classes. Some 

kernel functions that were commonly used in the SVM include linear, polynomial, radial basis 

function, and sigmoid. In this paper, OVO configuration and linear kernel were used. 

2.5. Performance evaluation. 

Model evaluation for |C|-class classification task was per- formed using various macro 

average metrics, including accu- racy, precision, recall, and F1 score, which are 

mathematically defined, respectively, by: 

 

𝐴𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
, (5) 

Pr =
1|𝐶|

|𝐶|𝑖=1
 

𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖
, (6) 

𝑅𝑒 =  −
  1|𝐶|

|𝐶|𝑖=1
  

𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖
, (7) 

𝐹1 =
2 𝑥 Pr 𝑥 𝑅𝑒

𝑃𝑟 + 𝑅𝑒
, (8) 

 

where TP , TN , FP , and FN are true positive, true negative, false positive, and false negative 

samples, respectively. 

In addition, Area Under the Curve (AUC) of Receiver Operating Characteristic 

(ROC) can also be used to quantify the performance of machine learning models. The ROC 

plots the True Positive Rate (TPR), also known as recall, as a where n is the number of 

data samples. The Bayes optimal function of False Positive Rate (FPR) which is given by: 

𝐹𝑃𝑅 = − 
1|𝐶|

|𝐶|𝑖=1
 

𝐹𝑃𝑖

𝐹𝑃𝑖 + 𝑇𝑁𝑖
 (9) 

Note that AUC defines the ability of a model to distinguish between classes. 
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3. Results and Discussion 

3.1. Dataset labeling. 

Data from Twitter was collected using the keywords "mental health" and "depression" (in the 

Indonesian language), resulting in 2,506 tweets. As explained earlier, the data was 

preprocessed, and the comment labeling process was carried out using TextBlob. Sentiment 

was assessed based on the words contained in a tweet. A tweet was labeled as positive if the 

sentiment score column showsed a value greater than 0 (value > 0), A tweet was labeled as 

negative if the value was less than 0 (value < 0), A tweet was labeled as neutral if the value 

was equal to 0 (value = 0). Table 1 presents examples of tweets that were labeled as positive, 

negative, and neutral. Figure 2 shows the label distribution of the obtained tweet data. It can 

be seen that 961 tweets were classified as neutral, 816 tweets were classified as positive, and 

729 tweets were classified as negative. The final labeled dataset was processed using machine 

learning, specifically the Naïve Bayes and SVM algorithms. 

Table 1. Sentiment analysis of tweets. 
Tweet Sentiment score Sentiment 
I hope my depression 
won’t last long and my 
life will end happily. 

0.15 Positive 

Praying to get through 
the depression phase 
when I reach the lowest 
point in life. 

0.0 Neutral 

Life is messed up 
because of people, I’m 
depressed and sad. 

-0.35 Negative 

 
Figure 2. Label distribution. 
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Figure 3. Wordcloud sentiment of mental health. 

Figure 3 shows a visualization in the form of a word cloud. The word cloud displays 

words that were frequently used by Twitter users when commenting on mental health after 

COVID-19, making it easier to identify commonly appearing terms. Based on the word cloud 

results, several words were frequently used, such as "depression," "people," and "life." This 

demonstrates that mental health has become a topic of discussion within the Indonesian 

community following COVID-19. 

3.2. Result. 

In the classification task, the dataset was first divided into two parts: training data and testing 

data, with a ratio of 80% for training and 20% for testing. Table 2 shows the details of the 

training and testing datasets. 

Table 2. Total of training and testing data. 
Data Ratio (%) Total 
Training Data 80 2004 
Testing Data 20 502 
Total 100 2506 

Fig. 4 shows the confusion matrices for the Naïve Bayes and SVM algorithms. As seen 

in Fig. 4a, the Naïve Bayes classifier model correctly predicted 115 positive labels (true 

positives), 18 false positive labels (false positives), and 15 neutral positive labels (neutral 

positives), with a total of 148 positive label predictions. Additionally, there were 22 correct 

negative label predictions (true negatives), 116 incorrect negative label predictions (false 

negatives), and 14 neutral negative label predictions, with a total of 152 negative label 

predictions. Meanwhile, there were 19 correct neutral label predictions (true neutrals), 14 

incorrect neutral label predictions (false neutrals), and 169 neutral label predictions (neutral 

neutrals), with a total of 202 neutral label predictions. 

Based on Fig. 4b, the SVM classifier model correctly predicted 122 positive labels (true 

positives), 18 false positive labels (false positives), and 9 neutral positive labels (neutral 

positives), with a total of 149 positive label predictions. There were 15 correct negative label 

predictions (true negatives), 120 incorrect negative label predictions (false negatives), and 11 

neutral negative label predictions, with a total of 146 negative label predictions. Meanwhile, 

there were 19 correct neutral label predictions (true neutrals), 10 incorrect neutral label 

predictions (false neutrals), and 178 neutral label predictions (neutral neutrals), with a total of 

207 neutral label predictions. 
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Table 3. Performance evaluation Naive Bayes. 
Predicted / Actual Precision Recall F1-Score AUC 
Positive Label 78% 74% 76% 88% 
Neutral Label 84% 85% 84% 91% 
Negative Label 76% 78% 77% 87% 
Macro Average 79% 79% 79%  
Weighted Average 80% 80% 80%  
Accuracy 80%    

Tables 3 and 4 summarize the performance of the Naïve Bayes and SVM models, 

respectively. For the Naïve Bayes classifier model, it can be seen that for positive labels, the 

precision value was 78%, the recall value was 74%, the F1-score was 76%, and the AUC 

value was 88%. For negative labels, the precision value was 76%, the recall value was 78%, 

the F1-score was 77%, and the AUC value was 87%. Moreover, for neutral labels, the 

precision value was 84%, the recall value was 85%, the F1-score was 84%, and the AUC 

value was 91%. Overall, the accuracy value was 80%. 

 

Figure 4. Confusion Matrix Naıve Bayes (a); Confusion Matrix SVM (b). 

 

Table 4. Performance evaluation SVM. 
Predicted / Actual Precision Recall F1-Score AUC 
Positive Label 82% 78% 80% 94% 
Neutral Label 86% 90% 88% 95% 
Negative Label 82% 81% 82% 92% 
Macro Average 83% 83% 83%  
Weighted Average 84% 84% 84%  
Accuracy 84%    

 

Meanwhile, for the SVM classifier model, it can be seen that for positive labels, the 

precision value was 82%, the recall value was 78%, the F1-score was 80%, and the AUC value 

was 94%. For negative labels, the precision value was 82%, the recall value was 81%, the F1-

score was 82%, and the AUC value was 92%. Furthermore, for neutral labels, the precision 

value was 86%, the recall value was 90%, the F1-score was 88%, and the AUC value was 95%. 

The overall accuracy value was 84%. 

It can be seen that SVM performed better than Naïve Bayes in sentiment analysis with a 

dataset of tweets from Twitter, as it provided more accurate and precise predictions. SVM 

outperformed Naïve Bayes in Twitter sentiment analysis due to its ability to handle high-
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dimensional text data efficiently. SVM was also more robust against noisy and imbalanced 

datasets, which are common in Twitter sentiment data. It effectively managed slang, emojis, 

and abbreviations, which often misled Naïve Bayes. With kernel functions, SVM adapted to 

complex decision boundaries, improving classification accuracy. These advantages made 

SVM a superior choice for Twitter sentiment analysis, achieving higher precision and recall 

than Naïve Bayes. 

4. Conclusions 

In this research, we conducted a sentiment analysis using the Naïve Bayes classifier and SVM 

to determine Twitter users’ responses to the keywords mental health and depression. The 

accuracy obtained was 84% for SVM, while the Naïve Bayes algorithm achieved an accuracy 

of 80%. From these results, the predominant sentiment was neutral, reflecting a balance of 

positive and negative opinions from the public concerning mental health issues in Indonesia 

in the post-COVID-19 era. It is hoped that the results of this research will serve as a reference 

for the public to understand the overall sentiment, the stigma surrounding mental health issues 

in society, and public attitudes toward maintaining mental health after the COVID-19 

pandemic in Indonesia. Additionally, the findings from this sentiment analysis can be used as 

evaluation and advocacy material for relevant stakeholders, such as the government, health 

institutions, the media, and the general public, to improve mental health policies and address 

the challenges faced by society. 
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